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Executive Summary  
Artificial intelligence (AI) is rapidly reshaping clinical care. AI-based technologies are enabling increasingly 
autonomous care delivery, making AI a critical tool for addressing gaps in workforce, expanding access, 
and improving patient outcomes in the U.S. healthcare system. In November 2025, PHTI convened senior 
leaders from health systems, health plans, technology developers, academia, investment firms, and federal 
agencies—including clinical experts—for a workshop in Washington, DC, to explore what is needed to 
scale AI for autonomous healthcare delivery. 

The workshop focused on the requirements for safe, effective, and scalable use of clinical AI—with 
autonomous prescribing for hypertension management and mental health chatbots as illustrative use 
cases. 
 
The opportunity for AI in hypertension and mental health care 

Nearly half of U.S. adults—approximately 120 million people1—have hypertension. Yet despite the 
availability of well-established, generally low-cost, and highly effective treatments,2 only one in four 
patients3 successfully achieves blood pressure control. More than one in five U.S. adults4 live with a mental 
illness, yet many never receive treatment because of cost barriers,5 clinician workforce shortages,6 and 
other factors. 

These gaps in care for both hypertension and mental health reflect persistent failures in our current 
healthcare system. Effectively managing both conditions requires broad, up-front screening; active 
treatment; medication initiation and titration; attention to side effects; sustained patient engagement; and 
support for long-term behavior changes. Current care delivery models lack the capability and capacity to 
provide this level of continuous management, resulting in widespread underdiagnosis and 
undertreatment.7 

Clinicians and patients are increasingly turning to AI to fill gaps. For hypertension management, AI 
supports measurement, diagnosis, and treatment decisions, with emerging solutions operating increasingly 
autonomously. In mental health, patients are often turning to publicly available generative AI tools for 
needed support. However, these tools are typically not designed for this purpose and lack clinical rigor or 
validation. Purpose-built mental health chatbots—trained on cognitive behavioral therapy and other 
psychotherapy principles—are now entering the market with promising clinical outcomes for patients with 
mild-to-moderate symptoms.  

With the policy landscape evolving at an unprecedented speed to adapt to these technological advances, 
clinical AI applications will be positioned to deliver high-quality, accessible care to millions of patients. Yet 
going from promise to scale requires addressing market reality. 

What clinical evidence, performance monitoring, and regulatory changes are necessary to build 
confidence in these tools for purchasers, clinicians, and patients? 

The workshop discussion spanned a common set of questions across two use cases: 
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Adoption and Evaluation of Progress 

• What would need to be true for clinicians to accept and adopt these tools?

• How will the market know whether these tools are driving meaningful progress?

• What factors would encourage payers to cover clinical-grade solutions?

• What would help patients feel confident and safe using them?

Market and Policy Enablers 

• What barriers would limit effective adoption today?

• How might stakeholders work to accelerate adoption?

• What insights from these case studies inform regulation more broadly?

From promise to scale: Strengthening market confidence 

Purchasers need standards to assess quality and value; innovators need guidance on product development 
and evidence generation requirements to meet regulatory and market needs; and clinicians need to 
understand which tools work and for which populations.  

Four key themes emerged from the discussion: 

1 Evidence standards should compare AI to current standards of care and scale with clinical risk. 
Evidence requirements must be rigorous enough to build trust, yet practical enough to avoid 
stalling innovation. This means having different evidence standards based on the risk of using the 
AI tool. Autonomous AI tools should be compared to local conditions and the care that patients 
receive today, not to idealized care. For many, the alternative may be poor access or no treatment 
at all.  

2 Performance benchmarks should be based on clinical outcomes, and safety standards should 
adapt as the evidence grows. Ambiguity about what constitutes "good" performance remains a 
barrier to adoption. Metrics must be anchored to specific, measurable, and meaningful clinical 
outcomes, rather than to process measures.  

3 New technologies may be initially tested in lower-risk populations but should scale quickly to 
high-risk populations to maximize impact. Lower-risk patients offer tempting on-ramps, but the 
greatest opportunities for clinical benefits from AI-enabled solutions come from reaching the 
highest-need patients, including those with higher-complexity conditions and in underserved 
communities. Reaching these populations may require higher evidence expectations and carry 
more significant clinical risk.  

4 Widespread adoption will depend on building clinician confidence, gaining clarity about legal 
liability, and aligning payment models. Even highly effective clinical AI faces adoption resistance in 
the form of norms and culture, concerns about liability, and misaligned incentives. Many health 
systems are uneasy moving from "some human involvement" to "little-to-no human involvement." 
These tensions are impacting regulatory frameworks and the evolution of clinicians’ roles as 
adoption grows. 
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The discussion underscores a central reality: the technologies enabling autonomous clinical AI are 
advancing faster than the policy, payment, evidentiary frameworks, and organizational readiness, needed 
to support their adoption. Participants identified meaningful pathways forward for both hypertension 
management and mental health chatbots but also surfaced unresolved tensions that will require sustained, 
cross-stakeholder dialogue. The themes that emerged are not unique to these use cases. They reflect 
foundational questions that will recur as autonomous AI capabilities expand across clinical domains. 
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Shaping the Future of Autonomous Hypertension 
Management and Mental Health Chatbots 
Use Case 1: How AI-Enabled Solutions Can Address Access and Quality Gaps in 
Hypertension Management 

AI-enabled technologies offer a pathway to automate steps 
across the hypertension care continuum, with the potential to 
expand access, improve outcomes, and reduce clinician burden. 
Emerging solutions are beginning to impact care delivery 
activities, including remote blood pressure monitoring, risk 
detection, care navigation, medication initiation, and ongoing 
clinical management. 

Clinical AI tools can be classified by the degree of human oversight, ranging from fully clinician-directed 
care to fully autonomous systems operating under defined protocols (Exhibit 1). While most commercially 
available products remain at Level 1 (assistive AI) or Level 2 (semi-autonomous AI), realizing the full value 
of AI requires progress toward Level 3 (supervised autonomy) and Level 4 (fully autonomous) capabilities. 

Exhibit 1: Levels of AI Autonomy in Autonomous Prescribing  

Level Example – Autonomous Prescribing Adoption and Evidence 

No AI 
Standard care without AI-enabled 
decision support. 

-- 

1 – Assistive AI 

Device displays blood pressure trends; 
clinician reviews data and decides 
whether to make medication 
adjustments. 

Most existing tools can be 
categorized as Level 1 or 2. RCTs 
demonstrate that assistive and 
semi-autonomous tools can 
improve adherence to 
hypertension guidelines8 and lead 
to modest reductions in blood 
pressure.9 

2 – Semi-
Autonomous 

AI analyzes readings and recommends 
medication adjustments or escalates out-
of-range values; clinician must approve. 

3 – Supervised 
Autonomy 

AI instructs patients to change their 
medication dosage using an approved 
algorithm; clinicians intervene only if 
safety thresholds are crossed. 

Limited in practice; pilots of 
autonomous coaching programs10 
led to blood pressure reductions. 

4 – Full Autonomy 
AI independently initiates and adjusts 
prescriptions without clinician oversight. 

Hypothetical; no FDA-cleared 
product operates without 
oversight. 

“The gap between what’s now 
possible, relative to the declining 
status quo, has never been 
greater. We are facing an access 
crisis at unprecedented scale.” 
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Evidence is building to support adoption of Level 3 and Level 4 tools. Randomized control trials (RCTs) 
demonstrate that Level 1 and Level 2 tools can provide safe, guideline-aligned medication management11 
to support improvements in blood pressure control.12  

Market readiness is also increasing. Remote monitoring and telehealth have normalized protocol-driven, 
virtual hypertension care.13 Continued device innovation—including the FDA clearance14 of the first 
cuffless blood pressure monitor in July 2025—now enables the continuous data collection required to 
support more advanced AI tools. ARPA-H recently announced a new program seeking to develop the first 
FDA-authorized, agentic AI technology that can provide 24/7 specialty care for cardiovascular disease.15 

Together, the trajectory of emerging clinical evidence, commercial device development, AI maturity, and 
regulatory enablement support the progression toward higher-autonomy AI systems in hypertension care. 

Use Case 2: How AI Can Expand Access to High-Value Mental Health Care 

Purpose-built chatbots for mental health care that rely on large language models (LLMs) to deliver custom, 
interactive support offer a pathway to expand access to high-value mental health care. These tools span a 
continuum from supportive dialogue and emotional coaching to clinical psychotherapy (Exhibit 2). As 
adoption accelerates, there is a need for safe, evidence-based, and clinically validated chatbot solutions 
capable of meeting patients' needs. This will require distinct functionality and oversight to support 
integration of these tools into the healthcare system. 

Exhibit 2: Categories of Mental Health Chatbots and Product Differentiators 

Type of Chatbot Overview Illustrative Differentiators 

General Purpose 
LLMs 

Generalist foundational 
models used for emotional 
support and conversation. 

• Clear disclosure of nontherapeutic intent 
• Detection of crisis language with routing to 

human support 
• Continuous monitoring to detect misuse or 

safety issues 

Emotional Support 
and Wellness 
Chatbots 

Purpose-built models 
offering coaching and skills-
based support. 

• Demonstrated real-world and clinical 
evidence 

• Safety and escalation protocols, including 
escalating to a clinician 

• Continuous monitoring to evaluate clinical 
outcomes and detect safety issues 

Clinical-Grade 
Psychotherapy 
Chatbots 

Purpose-built models 
delivering psychotherapy to 
replicate or supplement 
human-based 
psychotherapy. 

• Use of evidence-based modalities 
• Clinical validation compared with human-

delivered therapy 
• Comprehensive safety models to detect 

and intervene, including escalating to a 
clinician 

• Traceable decision logs 
• Regulatory oversight 
• Continuous monitoring to evaluate clinical 

outcomes and detect safety issues 
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Emerging evidence and growing patient uptake of available tools demonstrate the potential of AI to expand 
access to mental health care. Studies16 show that mental health chatbots can reduce short-term 
depression and anxiety symptoms, and the publication of the first RCT of a generative AI therapy chatbot17 
(Therabot) in 2025 marks an important milestone.  

However, most users today turn to general purpose LLMs that were not designed to deliver clinical-grade 
psychotherapy. These models are estimated to be 50% more sycophantic than humans and can validate 
harmful or distorted thinking rather than challenge it—a core element of therapeutic practice.18  Early 
research indicates that such behaviors can undermine safe and effective support.19 Data from Open AI 
estimates that 1.2 million users per week engage in conversations indicating suicidal ideation and up to 
0.15% of active users show explicit signs of potential suicide risk.20 This highlights the need for safe, 
clinically validated tools. 
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Key Themes  
Theme 1: Evidence standards should compare AI to current standards of care and 
scale with clinical risk. 

How much evidence should be required, and compared to what? 

There is agreement that the willingness of clinicians, patients, and policymakers to adopt clinical AI tools 
depends on the right body of evidence—but what kind, how much, and as compared to what? These 
foundational questions remain a barrier to widespread adoption. Evidence must be rigorous enough to 
build trust, while practical enough to avoid slowing innovation or limiting access.  

Participants felt strongly that the relevant comparison 
must be current, real-world access, experience, and 
outcomes—not idealized, guideline-driven care, which 
only about half of patients receive.21 The appropriate 
baseline should be determined and evaluated on a local or 
population basis. For example, for many patients, the 
realistic alternative to a clinical-grade chatbot may be an 
unskilled therapist; nonvalidated, consumer-grade tools; 
or no care at all.  

Across both use cases, participants expressed divergent views on the level and type of evidence required 
and emphasized that traditional evidence paradigms may not translate to adaptive, workflow-integrated AI 
systems. For example, RCTs may be infeasible for every model (much less so for every version of the model) 
given the pace of AI advancement. Evidence expectations may also vary widely across health systems. 
Highly resourced facilities (e.g., academic medical centers) may expect noninferiority data and local 
validation, whereas less-resourced systems may accept lower evidence thresholds when the care 
alternatives are demonstrably worse. Setting overly high standards risks slowing innovation and raising 
costs; however, without agreed-upon floors, it is difficult to build confidence. 

In addition, participants felt that evidence should assess whether the full workflow (including multiple 
models, devices, and human oversight) improves outcomes, not merely model performance.   

Modernizing regulatory frameworks for adaptive AI 

Regulatory approaches need to shift from approving static model versions toward frameworks that assess 
safety and efficacy upfront and rely more heavily on robust postdeployment monitoring.  

Recent FDA actions reflect this evolution. For example, the FDA: 

• Piloted a company-level total product life cycle oversight model anchored in real-world 
performance monitoring; 22 

• Allows certain categories of model modifications without new submissions;23  
• Established principles for ongoing monitoring and managing retraining risks;24 and  
• Requested feedback on approaches to postmarket monitoring and real-world evaluation of AI-

enabled medical devices.25 

“In an ideal world, every organization 
would conduct local validation. But 
setting unrealistic evidence bars risks 
denying care to the people who need it 
most. What matters is whether a 
solution clears a reasonable 
threshold.” 
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Some stakeholders view these approaches as appropriate for adaptive AI; others continue to call for 
widespread RCT-level evidence.26 It was also noted that traditional approaches to regulating AI using the 
FDA’s Software as a Medical Device construct may be limiting and that other approaches, such as "AI 
licensure," should be explored. 27 

A "principles-based validation" construct was discussed as a potential alternative to current approaches 
that center on a static model and its specific intended use. Under a principles-based approach, a 
regulatory body or purchaser would define a principle set, establish evidence thresholds, conduct 
evaluation, enable continuous improvement, and conduct ongoing monitoring (Exhibit 3). 

Exhibit 3: Principles-Based Evaluation for Hypertension “Safe Medication Adjustment”  

Component Illustrative Example – “Safe Medication Adjustment” 

Define Principles  
Define the principle set for autonomous hypertension management (e.g., safe 
titration logic, risk stratification, data accuracy, escalation protocols, 
longitudinal outcomes tracking). 

Establish Evidence 
Thresholds, Tiered 
by Automation Level  

Assistive AI tools may be evaluated through retrospective review of clinical 
appropriateness, whereas tools that independently initiate treatment may 
warrant prospective monitoring with explicit safety floors. 

Validate Once, Apply 
Broadly 

Once a company validates its titration logic, as an example, against the "safe 
medication adjustment" principle, future products using the same logic would 
only need to demonstrate conformance to the previously validated principle.  

Enable Continuous 
Improvement 

Because the principle (not the specific model version) is the unit of evaluation, 
underlying models can be updated without triggering full resubmission. 

Ongoing Monitoring 
Robust real-world monitoring systems (which could be AI-based) ensure that 
systems continue to perform well against the principles and escalate issues 
(e.g., model drift) in near-real time.  

 

Theme 2: Performance benchmarks should be based on clinical outcomes, and 
safety standards should adapt as the evidence grows.  

What should be measured, how should impact be defined, and how is progress monitored over 
time? 

Workshop participants agreed that ambiguity around what 
constitutes "good" performance remains a barrier to adoption. 
Performance benchmarks serve multiple functions: they set 
goalposts for developers, guide purchasing decisions, and guide 
product evaluation. However, poorly designed benchmarks risk 

“Is it a high-fidelity decision? Is the 
output of the AI tool consistent 
with what we would expect a 
physician to do?” 
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obscuring real-world impacts. Participants emphasized that metrics should prioritize meaningful clinical 
outcomes, rather than proxies or process measures, and must encompass both predeployment validation 
and postdeployment monitoring.  

At the same time, AI-enabled tools may enable more granular targets. For example, hypertension 
thresholds defined in 10 mmHg increments reflect historical limits of manual measurement, rather than 
clinically meaningful cut points.   

Across both use cases, participants emphasized the need not only to set benchmarks but to set minimum 
safety floors, which could adjust dynamically over time on the basis of observed outcomes, changing 
patient risk profiles, emerging evidence, and clinical guidelines. Safety floors could become more 
restrictive if there is an observed increase in adverse events and more targeted as the safety profile and 
failure models of a given tool are more clearly understood. Selecting appropriate benchmarks requires 
balancing multiple considerations, outlined in Exhibit 4. 

Exhibit 4: Considerations for Developing Appropriate AI Benchmarks 

 Autonomous Hypertension Management Mental Health Chatbots 

Potential 
Clinical 
Outcome 
Performance 
Measures 

Examples: 
• Time to blood pressure control  
• Accuracy of titration 
• Medication adherence rates  
• Medication reconciliation rates 
• Detection of high-risk patients 

Examples: 
• Symptom improvement (e.g., 

PHQ-9, GAD-7) 
• Clinical fidelity across multiturn 

conversations 
• Patient engagement and 

retention 
• Crisis handling performance 
• Self-reported symptom 

reduction 

Benchmark 
Design 
Considerations 

• Clinical Performance: Benchmarks 
should be tied to clinical outcomes 
(e.g., time to control, therapeutic 
adherence, and improved risk scores).  

• Weighting of Evaluation Criteria: 
Different criteria, (e.g., ethical and 
professional conduct versus clinical 
outcomes) may warrant different 
levels of importance in an evaluation.   

• Governance of Evaluation Criteria: 
The decision around who sets 
evaluation criteria and how those 
criteria are managed and made 
transparent over time to end-users, is 
important. 

• AI-Driven Oversight: Human 
review is not scalable for each 
autonomous action (e.g., each 
chatbot message, all agent 
reasoning steps that yield an 
action). Benchmarks should 
accommodate AI-assisted 
monitoring of clinical fidelity 
and safety.  

Pre- vs. Post-
Deployment 

• Benchmarks must be devised for both stages: Postdeployment monitoring 
should enable continuous improvement, rather than “freezing” model 
versions. 
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Minimum Safety 
Floors 

• Adverse Event Thresholds: Clear 
thresholds for escalations, with 
additional protections for high-risk 
populations. 

• Dynamic Safety Thresholds: Safety 
floors that adjust over time on the 
basis of observed outcomes and 
individual patient risk profiles. 

• Safety Protocols: Minimum 
safety floors may include 
escalation protocols for crisis 
situations and guardrails to 
prevent harmful parasocial 
attachments. 

Implications for 
Clinical 
Guidelines 

• AI Automation Appropriateness: 
Guidelines should be updated to 
reflect AI automation capabilities and 
to define the clinical scenarios where 
autonomous AI is indicated.  

• Defining Boundaries: Clear 
distinctions are needed 
between general purpose AI 
use and clinical-grade 
interventions, with criteria for 
human escalation and 
transitions to higher or lower 
levels of care.  

 
Participants also noted a broader societal challenge: Emerging 
technologies are often held to a higher performance standard than 
existing systems. Self-driving cars, for example, face expectations of 
near perfection, rather than superiority to human drivers. Healthcare AI 
may encounter similar dynamics. A realistic assessment of current 
system failures is necessary to calibrate what level of AI performance is 
acceptable now and perhaps how it evolves in the future. 

 

Theme 3: New technologies may be initially tested in lower-risk populations but 
should scale quickly to high-risk populations to maximize impact. 

Where should the market focus early adoption efforts? 

Workshop participants identified a strategic tension at the core of deployment planning: where to start? 
While lower-risk patients offer a "safer" entry point (e.g., fewer adverse events and lower-complexity 
management), the individual-level clinical and economic impact may be limited. High-need or high-cost 
patients represent a significant opportunity for outcome improvement and cost reduction, but they also 
present higher clinical risks and demand higher evidentiary expectations. An alternative framing emerged: 
deployment should by prioritized by opportunity to most greatly improve the status quo. Patients with 
limited access to care may derive the greatest benefit, irrespective of clinical complexity. Ultimately, views 
diverged on whether to adopt autonomous AI first in lower-risk populations or in high-risk populations.  

Deployment considerations for priority populations 

For mental health, participants emphasized that engagement28 and retention29 are barriers to effective 
treatment. Early evidence suggests that accessible digital tools, including general purpose LLMs, serve as 
an effective engagement mechanism to close treatment gaps for underserved communities, including 
LGBTQ+ populations facing disproportionate barriers to human-delivered care.30 However, there have also 
been widely publicized cases of users communicating with chatbots before committing suicide.31 

“Cars cannot be sold 
without seatbelts. What 
will be our ‘seatbelt’ 
requirements for AI in 
healthcare?” 
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Workshop participants cautioned that overly restrictive deployment approaches risk limiting access and 
instead emphasized the need for appropriate care routing following LLM engagement.  

For hypertension management, participants identified two priority segments for AI adoption: 1) newly 
diagnosed patients, who are a lower-complexity population for which timely intervention can prevent 
disease progression and downstream costs; and 2) underserved populations, for which autonomous 
solutions may meaningfully expand access despite higher clinical risk.  

Exhibit 5: Summary of Deployment Pathways and Considerations 

 
Autonomous Hypertension 
Management 

Mental Health Chatbots 

The On-Ramp Tension 

Tension between starting with 
lower-risk patients versus targeting 
high-need, high-cost patients for 
whom the benefit is greatest but 
evidentiary and risk expectations 
are higher. 

Starting with mild-to-moderate 
symptom populations presents 
lower risk, but the greatest unmet 
need lies in patients with more-
severe conditions or limited access 
to care. 

Access-Based Framing 

For patients with limited access to 
care or few alternatives, 
autonomous tools could deliver the 
greatest benefit regardless of 
clinical risk level. 

Millions already use general 
purpose AI models for mental 
health support, often because of 
access and affordability barriers to 
traditional therapy. This population 
is opting into AI-delivered care. 

Graduated Autonomy 
Model 

Advancing toward more 
autonomous tools incrementally 
could follow the model of training 
clinical residents. AI systems could 
earn greater independence as they 
demonstrate competence over 
time. 

Chatbots could begin with 
supportive, nonclinical functions 
and progress toward more clinically 
meaningful interventions as 
evidence accumulates. 

Connecting General 
Purpose AI to Clinical-
Grade Solutions 

Foster connectivity between 
consumer-grade, LLM-based care 
management capabilities (e.g., 
ChatGPT Health, Claude for 
Healthcare) and purpose-built tools 
for managing hypertension that 
include more advanced 
capabilities, like prescribing and 
medication titration. 

A central challenge is bridging the 
gap between general purpose AI 
tools that patients already use for 
mental health and clinical-grade 
solutions with appropriate safety 
monitoring and escalation 
pathways. 
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Theme 4: Widespread adoption will depend on building clinician confidence, 
gaining clarity about legal liability, and aligning payment models 

What market and policy changes are needed to enable widespread adoption? 

Even when the evidence demonstrates strong performance, the pace of autonomous AI’s adoption is 
constrained by institutional instincts and norms, unresolved liability questions, and misaligned incentives. 
Technological capabilities increasingly outpace organizational readiness. Many health systems are 
uncomfortable with Level 3 or Level 4 autonomy because the shift from "some human involvement" to 
"little-to-no human involvement" is a considerable operational and psychological leap. These tensions 
impact regulatory frameworks, the evolution of clinicians’ roles, and the dynamics that dictate adoption. 

Building the regulatory pathway for clinical AI  

Workshop participants agree that regulation must first evolve to permit higher levels of autonomy. For 
example:  

• Frameworks for delegated prescribing authority to autonomous tools  
• Documentation standards for autonomous clinical decision making 
• Payment mechanisms that reimburse AI-assisted or AI-only clinical work 
• Professional liability and licensure obstacles 

Defining responsibilities in hybrid AI-human clinical workflows 

As clinical care evolves toward hybrid AI and human teams, greater clarity is needed on how 
responsibilities should be allocated. Participants broadly accept AI for tasks like structured data collection, 
patient education, care-plan reinforcement, and medication reconciliation, while caveating that data 
sharing across institutions must continue to improve.  

There was less consensus on topics related to the degree of and approach to clinician oversight and quality 
control for models’ adjudication of clinical logic. The appropriate amount of hands-on clinical involvement 
may also differ across patient cohorts. As one workshop participant noted, some patients will still want to 
speak with their clinician before a medication or care-plan change; however, other patients have less trust 
in the traditional healthcare system and may be more inclined to interact directly with AI.  

 

Utah’s Evolving Regulatory Landscape 
Utah approved a novel pilot that allows an AI system to provide routine, low-risk prescription 
renewals without any human involvement for patients with chronic conditions.32  One hundred and 
ninety commonly prescribed medications are included in the program administered by Doctronic; 
however, certain prescriptions—such as those for pain management, ADHD, and injectables—are 
excluded for safety reasons. 
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New entrants can accelerate adoption 

New entrants may accelerate adoption by challenging incumbents. Startups and nontraditional players—
unburdened by legacy workflows and building with autonomy principles from day one—are entering the 
market and can reshape how clinical work gets done. This may put pressure on incumbent, more risk-
averse institutions and drive regulatory and cultural evolution.  

Exhibit 6: Market and Policy Enablers for Adoption 

 
Autonomous Hypertension 
Management 

Mental Health Chatbots 

Transparency and 
Accountability 

Visibility into AI rationale, monitoring 
plans, and clear lines of accountability 
before adoption. 

Similar expectations apply, though 
high-volume, asynchronous 
interactions and limitations of 
understanding “why” generative AI 
produces a particular response 
complicates traditional oversight 
models. AI-assisted monitoring was 
discussed as a potential solution. 

Sandboxes for 
Evidentiary 
Advancement 

To maintain focus on clinical 
performance rather than on "how" or 
"why" a recommendation is generated, 
sandboxes will be an increasingly 
important strategy to enable 
evidentiary advancement without 
requiring direct human involvement in 
every decision. 

Sandboxes could similarly enable 
testing of chatbot performance in 
controlled environments before 
broader deployment. 

Role Definition 

Discussion emphasized the need to 
define clear roles and workflows 
delineating where humans add value 
versus where AI can operate 
independently. 

There is a parallel need to clarify 
boundaries, particularly regarding 
the handoff between AI-delivered 
support and human clinician 
intervention. 

 

The following issues, while outside the scope of this discussion, were raised by participants: 

• Professional Liability: Liability remains unresolved, with unclear accountability for autonomous 
clinical decisions contributing to hesitation. Historically, most technologies have operated under 
the controlling clinician’s liability. To enable higher levels of autonomy, innovators may need to 
assume liability for autonomous system actions. Similar concerns apply to mental health chatbots, 
including responsibility for failure to escalate acute risk. 

• Payment Models: Current reimbursement structures do not typically reward efficiency gains or 
clinical improvements from autonomous AI tools. Participants identified a need for payment models 
that support development and scaling of clinical-grade AI. 
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Looking ahead 

Upcoming convenings on administrative AI and payment for AI  

This convening represents the first in a series of three workshops on AI adoption in healthcare. Future 
sessions will focus on administrative AI and payments for AI. PHTI will continue to publish findings across 
workshops and engage stakeholders in developing actionable frameworks that balance a rapid pace of 
innovation with patient safety and system sustainability in pursuit of improving quality and reducing cost. 
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